Mental health, as a foundation of well-being and quality of life, has gained a considerable importance in public discourse since the outbreak of COVID-19. Many individuals have experienced social isolation and/or economic hardship, often resulting in negative and sometimes harmful feelings and emotions. Simultaneously, there has been a decrease in the number of mental health professionals. A question remains if AI can address this bottleneck by ethically supporting mental health care efforts, and if yes, how? In this research brief, we will introduce current opportunities and future challenges associated with the use of AI in mental health.
The World Health Organization (WHO) defines a person's health as the interaction of physical, social, and mental factors: “Health is a state of complete physical, mental, and social well-being and not merely the absence of disease or infirmity. The enjoyment of the highest attainable standard of health is one of the fundamental rights of every human being without distinction of race, religion, political belief, economic or social condition” (WHO, 2019, p. 1).

Mental health has played an increasingly significant role in modern times. For example, in Germany, an average sick leave due to mental illness rose from 27.3 days (2006) to 39.2 days (2021) (Statista, 2022). Furthermore, it is noteworthy that although mental disorders account for only 6.8 percent of work incapacity cases in Germany, they account for 18.8 percent of work incapacity days (Knieps & Pfaff, 2022). It is, therefore, not surprising that health insurers in Germany take mental illnesses very seriously (Techniker Krankenkasse, 2022; Knieps & Pfaff, 2022).

Given these facts, developing a social awareness of mental health and specific mental illnesses is paramount. Efforts to reach those goals are driven in particular by prominent role models. For example, Selena Gomez, Emma Stone and Buzz Aldrin went public with their psychological problems (Lopez, 2019; Uhlmann, 2018).

Considering the global attention and concern for mental health, researchers and practitioners are increasingly searching for tools to manage these conditions and the public health implications. A question has emerged; how can artificial intelligence (AI) assist in managing mental health issues?

The use of AI to provide mental support has already long existed. In 1966, Joseph Weizenbaum developed ELIZA, a speech analysis program capable of leading a conversation (Weizenbaum, 1966). Building upon work like Weizenbaum's, this research brief considers current opportunities and future challenges associated with using AI in the mental health field.
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After a diagnosis of MDD, three different treatment options are available: psychotherapy, psychopharmacotherapy and a combination of both (Klein & Klein, 2021).

**Schizophrenia**

Another example of a mental illness is schizophrenic disorder or schizophrenia. Schizophrenia has a prevalence of about one percent (Saha et al., 2005). Yet, this mental disorder incurs more than $150 million in healthcare costs in the United States (Cloutier et al., 2016). For most patients, the disorder emerges in young adulthood (MacCutcheon et al., 2020). The early onset and subsequent long-term treatment, and the impact on social and professional relationships explain why such a rare mental disorder can incur such large costs (Andreasen, 2010). At the same time, schizophrenia is associated with a shortened life expectancy of approximately 15 years and a suicide rate of 4 to 13 percent during the lifetime of patients (Hjorthøj et al., 2017; Siris, 2001).

According to the 11th International Classification of Diseases (ICD-11) proposed by the World Health Organization, schizophrenia is a disorder of mental modalities that includes thinking, perception, self-awareness, cognitive abilities, volition, affective feelings, and behavior (World Health Organization, 2022). The ICD-11 states core symptoms include delusions, thought disorders, and hallucinations (World Health Organization, 2022).

Similar to the treatment of MDD, the treatment of schizophrenia involves a choice of pharmacological, psychotherapeutic treatment or a combination of both methods.

**AI in Mental Health - Opportunities & Chances**

As noted above, mental disorders such as depression and schizophrenia are widespread around the world and represent a significant burden for the people affected as well as for society as a whole. AI technology can potentially add value, especially in the context of diagnosis, detection and treatment of mental disorders, for example, by diagnosing diseases faster and more accurately or by offering individualized treatment options (Alowais et al., 2023).

It is important to highlight that many of these applications hold great promise. However, proper standardization of ethical processes in the life cycle of AI in mental healthcare still must be clearly defined. The following section will discuss the possibilities and opportunities of using AI in mental health. The arguments are presented by application area: (1) diagnosis and detection and (2) treatment and support.
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**AI technology can potentially add value, especially in the context of diagnosis, detection and treatment of mental disorders...**

**Diagnosis & Detection**

AI can already assist in diagnosing by using imaging techniques to detect diseases at preliminary stages of development based on characteristic features or anomalies, and thus significantly help both patients and medical professionals (Elavarasan & Pugazhendhi, 2020). It is possible to identify a risk for depressive disorder, especially in individuals who do not have the opportunity to see a physician or specialist (Cook et al., 2016) or to have a schizophrenic disorder identified through a written text (Wu et al., 2012).

It is possible for treating physicians to be assisted through these options by receiving a second opinion from AI during the examination of a patient. This not only saves time during diagnosis but also allows for increased precision. Studies by Niu et al. (2019) and Qureshi et al. (2019) demonstrated that their models could distinguish between patients with schizophrenia and healthy subjects with over 90 percent accuracy.

In addition to helping medical staff with AI, patients also benefit from using algorithms during the diagnosis and detection of mental disorders phase. A recent study by the Association of Statutory Health Insurance Physicians of Bavaria in 2021 showed that 97 days or 13.9 weeks pass between the first consultation contact and the start of psychotherapeutic treatment for a mental disorder such as MDD or schizophrenia (Ritter-Rupp et al., 2023). AI has the potential to speed up the diagnostic process, which spans from the initial contact to the diagnosis or start of treatment.
Machine learning can also aid in the prediction of susceptibility to depressive disorders. Based on the analysis of previously collected data (Sato et al. 2015), examined activity in specific brain regions can detect a depressive disorder based on aberrant results earlier than conventional methods. Other studies focused on early detection of depressive disorder using EEG data (Zhang et al., 2012; Acharya et al., 2018; Sharma et al., 2021; Sharma et al., 2022; Yan et al., 2022). In this regard, different studies used different AI methods. Nevertheless, all studies were able to detect individuals with depressive disorders with a high accuracy of over 90% (Zhang et al., 2012; Acharya et al., 2018; Sharma et al., 2021; Sharma et al., 2022; Yan et al., 2022).

**Treatment & Support**

AI offers benefits not only for diagnostic purposes but also serves to improve the treatment of mental disorders and provide support during the treatment process (e.g., Van Breda et al., 2016; Yang et al., 2018).

Using a support vector machine (SVM) algorithm, a supervised machine learning method, can significantly increase the likelihood that a patient will respond to a given medication, thereby greatly improving therapeutic treatment outcomes (Ye et al., 2016). For example, Masychev et al. (2020) used AI to recommend specific initial treatments to patients. This not only avoided treatment delays but also selectively limited drug use only to an appropriate patient type (Masychev et al., 2020).

Masychev et al. (2021) succeeded in recommending treatment for a specific patient subset by using a machine-learning algorithm based on eight distinguishing features. The SVM classification of patients was able to achieve 85.7 percent accuracy, which is not only a benefit for supporting clinical psychiatry, but also provides opportunities for further improvement, e.g., by combining data and individual scores such as personality, inventory scores or blood tests (Masychev et al., 2021).

Similarly, Kessler et al. (2016) succeeded in developing a model that can predict the chronicity and severity of a depressive disorder over a longer period by interviewing MDD patients and subsequently analyzing the results with machine learning algorithms. Patients, in particular, can benefit from this analysis, as the results can be used to identify chronic depression at an early stage and treat it accordingly, for example, by providing more intensive care for long-term MDD patients (Kessler et al., 2016).

Intelligent chatbots are considered to be another promising option for supporting the care and treatment of mental disorders (Romanovskyi et al., 2021; Klos et al., 2021). Examples of AI-based chatbots for this purpose in the context of depressive disorder include Woebot, Tess and Wysa (Klos et al., 2021). While Woebot uses a cognitive-behavioral approach to reduce depressive symptomatology, Tess applies various therapy techniques, such as emotion-focused therapy, to provide support (Klos et al., 2021; Greenberg, 2017). Wysa, on the other hand, also uses a behavioral therapy approach but continues to rely on behavioral reinforcement and mindfulness techniques (Linkster et al., 2018).

In this regard, the opportunities that smart chatbots open up for patients’ mental health are far-reaching. For example, they can provide access to an entry point to therapies for many people (Fitzpatrick et al., 2017; Patel et al., 2019; Dosovitsky et al., 2020). Moreover, AI thus offers a cost-effective alternative and is a scalable tool that can further expand the range of existing treatments (Fulmer et al., 2018). For example, Liu et al. (2022) demonstrated in their study that patients who used chatbots as a self-help medium could reduce the severity of their depressive disorder, as measured by their Patient Health Questionnaire-9 (PHQ-9) score, within 16 weeks. Regardless, AI for mental health applications still needs to be considered in terms of risks to ensure ethical development and deployment in the long term.
Takeaways
The benefits of using AI to diagnose and support the treatment of mental disorders vary. Medical professionals could benefit from AI through chatbots, virtual therapists or other assistance systems available around the clock and everywhere. They could thus conceal the limited availability of psychotherapists in terms of time or location. At the same time, this argument also describes a benefit for the patient, who could thus avoid long waiting lists and receive help more quickly. Furthermore, patients would benefit from an early detection of mental disorders, which could be treated accordingly.

In addition, the studies and experiments conducted so far reveal further possibilities for optimizing the use of AI in mental health. For example, combining various data that form the basis for the studies conducted makes it possible to further improve the AI-based model and applications, e.g., chatbots. Similarly, different machine learning methods that analyze the underlying data could lead to different insights. Therefore, it is necessary to specify which machine learning method should be applied to which problem to further improve AI results. Next, the risks to consider in implementing such technologies will be discussed.

AI in Mental Health - Challenges & Risks
While the possibilities and opportunities for AI use in medical application areas of diagnosis and detection, as well as treatment and support, and in mental healthcare are numerous and specifically applied, the challenges and risks are of a more general nature.

Sometimes, the most important prerequisite and biggest challenge for using AI is that the application must comply with a previously established ethical framework. For example, Floridi et al. (2018) elaborated on the AI4People approach, which consists of five different principles and twenty accompanying recommendations to create value for society through AI. The five principles can be divided into beneficence, non-maleficence, autonomy, justice, and explicable to structure this ethical approach (Floridi et al., 2018). At the same time, the principles also protect users, individuals and the public, as the stated goal of Floridi et al. (2018) is to move from theory to practice in using AI.

If AI-based applications are made available without first being checked for ethically acceptable use, serious consequences are likely. For example, the suicide of a man in Belgium caused a sensation when it was learned that he took his life after communicating with an anthropomorphic chatbot (Atillah et al., 2023). The company has since implemented safeguards so this does not happen again, but this example highlights the need for clear guardrails when it comes to using chatbots, and even more in the case of vulnerable populations such as mental health patients.

... the suicide of a man in Belgium caused a sensation when it was learned that he took his life after communicating with an anthropomorphic chatbot.

Non-maleficence
The principle of beneficence is considered to have been discussed in the previous section, where the benefits of such tools were outlined. However, the ethical principle of "Non-maleficence", or the "do no harm" condition (Floridi et al., 2018, p. 697), looks at the flip side of this concept. The central aspect of the principle is that no harm may be inflicted upon the individual or society by using AI.

Risks that violate the principle of 'non-maleficence' include biased data, stigmatization of patients and automation bias- "the tendency to use automated cues as a heuristic substitute for attentive information seeking and processing" (Lyell & Coiera, 2016). In particular, bias in data poses a significant risk to diagnosis and treatment. Given the risk of false positive diagnoses of mental disorders, it is considered that this not only does not help the patient, but also actually harms them and thereby violates the 'non-maleficence' principle. Further, the possible misuse of diagnosis technologies as surveillance tools, such as in the work context, would clearly violate this principle (APA, 2023).

Furthermore, AI models may also tend to reproduce bias and discrimination when trained with dissimilar data. This can equally lead to misdiagnosis or unequal treatment. Moreover, the example given
above is a clear violation of the do no harm principle in which the misbehavior and unsupervised behavior of a conversational AI led to the suicide of an individual. This leads to further questions regarding the intersection of autonomy and non-maleficence principles.

On the other hand, the use of AI in mental health requires access to extremely sensitive data, including, for instance, direct personal conversations, text messages and medical records. Privacy and ethical issues regarding access to this data are critical. It is important to ensure that patient privacy is maintained and that data is not misused. For example, incidents of personal data misuse, such as in the case of the 2018 Facebook Cambridge Analytical scandal, could result in drastic consequences in healthcare settings such as discrimination or stigmatization of patients (Lovejoy et al., 2019).

At the same time, this is considered a major challenge to precisely define future access to AI-based applications and models in order to clarify legal and privacy aspects.

**Justice**

Within the complex principle of justice, "equity" encompasses several aspects, such as maintaining solidarity and promoting prosperity (Floridi et al., 2018). However, it is also important that the principle has a valid basis that provides guidance and recommendations for action on aspects such as fairness and equality (European Group on Ethics in Science and New Technologies, 2018).

The lack of a legal framework creates a risk to using AI in mental health. Legal requirements related to privacy are seen as a challenge (Lovejoy, 2019), as are violations of attributes such as fairness and equality (Ueda et al., 2023) and a lack of clarity about responsibilities in the event of errors (Choudhury & Asan, 2022).

With respect to the principle of "fairness", for example, the European Group on Ethics in Science and New Technologies warns of the current dangers of data processing, particularly biased and discriminatory datasets, as these datasets serve as the basis for AI (European Group on Ethics in Science and New Technologies, 2018). Biased data, for example, occurs when gender, race, age or ethnicity are not taken into account during data collection and, consequently, are very likely to lead to discriminatory results (Timmons et al., 2022).

The European Commission therefore states in its objectives that it is in the "interest to preserve the EU's technological leadership and to ensure that Europeans can benefit from new technologies developed and functioning according to Union values, fundamental rights and principles" (European Commission, 2021, p. n.a.). From a legal perspective, the implementation of AI in mental health is a multifactorial weighing of the benefits. It must be ensured that AI creates added value for people and society without violating applicable requirements, rules and laws.

The European Commission is in the process of drafting the legal framework that will set the rules for the use of AI and the future development of intelligent support systems (Feingold, 2023). To prevent risk and harm to the public legal good (protected by existing and applicable European Union law), the EU AI Act requires detailed documentation requirements, training and additional monitoring activities for AI systems (Mökander et al., 2021).

**Autonomy**

The basic understanding of "autonomy" encompasses the extent of an independent decision. Accordingly, this principle is characterized by the clear distinction of the decision-making authority between humans and machines. In the presence of AI, the intrinsic value of a human decision must be protected to minimize the risks of outsourcing decisions to machines (Floridi et al., 2018).

Human interaction and empathy are invaluable in mental health care. Although AI systems can simulate human conversations, the capacity for true empathy and compassion is still limited. Therefore, it is a considerable challenge to establish consistency between decision support provided by machine
learning algorithms and the existing working methods of psychiatrists and therapists regarding the principle of ‘Autonomy’ (Koutsouleris et al., 2022).

From a scientific perspective, the possibility and existence of accurate AI-based models means that the previous boundaries of medical expertise must first be reexamined (Asan et al., 2020). For clinical management, this means adaptations, for example, in the form of human experts who have both medical understanding and the appropriate knowledge of how AI works (Rauseo-Ricupero et al., 2021). Wisniewski et al. (2020) refer to individuals who function at the interface between technology and clinicians or between technology and patients as digital navigators within the treatment ecosystem.

In addition, patient trust in AI systems must be strengthened to build a foundation for the widespread adoption of AI in mental health care. Many people are skeptical of machines when it comes to their mental health (Minerva & Giubilini, 2023). It is important to promote acceptance of AI-driven solutions and ensure that patients feel comfortable and understood.

At this point, it is important to clarify that AI certainly benefits healthcare professionals’ everyday work. Nevertheless, AI is not yet ready to make independent decisions but should instead support healthcare professionals as an assistive system (McKendrick & Thurai, 2022).

**Explicability**

The guiding principle of “explicability” is focused on enabling the ethical principles described above through traceability and establishing accountability (Floridi et al., 2018). More precisely, it focuses on “how AI works (intelligibility) and who is responsible for the way AI works (accountability), in combination with an open research data management system” (Hermann & Hermann, 2021, pp. 29). In the context of AI applications, transparency is also considered important. Transparency in this context means that the input has a logical relationship to the results or that the input provides a clinically meaningful interpretation of the results (Joyce et al., 2023).

‘Explicability’ presents itself as a fundamental challenge. Non-transparent systems and methods lead to a black-box problem that makes the use of AI-based systems unjustifiable from the point of view of explicability (Wadden, 2021). Moreover, AI, through its non-transparent functioning, reveals a vulnerability that raises doubts about its results (Durstewitz et al., 2019; Chandler et al., 2019). Further, the need for explanation relates to the most basic rights of patients: to understand which treatment or therapy are being proposed to them.

The “need for explanation” also manifests itself in literature. In their paper, Boch et al. (2023) combine AI and bioethics in a theoretical framework to emphasize the prioritization of patient interests, insisting on the need for informed consent in the context of care, in addition to calling for the establishment of regulations and basic standards to ensure patients safety.

Even more explicitly, Fiske et al. (2020) demand that there be absolute clarity about “when and how informed consent must be obtained, as well as best practices for dealing with issues of vulnerability, manipulation, coercion and privacy in patients’ care” (Fiske et al., 2020, p. 214). This emphasizes how important informed consent is in practice. By actively consenting to treatment through a declaration of consent, the patient acts autonomously and independently. The patient’s declaration of consent should, therefore, be viewed as an interface between the principles of ‘Explicability’ and ‘Autonomy’.

In addition, there is a clear ethical need for the accountability path to be well defined in the case of AI malfunctioning and possibly causing harm to a patient. Thus, transparency on who is responsible for what should also be at the heart of AI in mental health development processes (Boch et al., 2023).

Transparent and explicable AI systems are considered to be crucial to building the previously addressed trust in AI in mental health. Therefore, in terms of ‘explicability’, it is recommended that therapists and software developers cooperate under ethical principles. Approaches such as ‘ethics-by-design’ could establish the framework for cooperation...
and thus focus on basic ethical principles already in the development and conception stage of AI applications.

**Conclusion**

The psychiatric and psychological diagnosis and treatment of mental disorders is experiencing promising development through AI, but technological progress also creates challenges that must be overcome. Appropriate solutions have to be developed, especially regarding implementing ethical principles like non-maleficence, justice, autonomy and explicability. It is advisable that representatives from the responsible areas cooperate to develop a strategy to enable the use of AI in mental health. This includes software developers, therapists and representatives from politics and academia. Further, patients and their direct care ecosystem should be involved in such developments, considering all stakeholders. Indeed, patient feedback should be sought as early as possible to identify and address further issues.

*The psychiatric and psychological diagnosis and treatment of mental disorders is experiencing promising development through AI, but technological progress also creates challenges that must be overcome.*

Should a functional integration of technology into medicine succeed, weighty opportunities will arise from the use of AI in mental health, such as the permanent availability of diagnostic or prognostic services, as well as the relief of medical professionals during the psychological and psychiatric care of patients (Satiani et al., 2018). In addition, regarding new treatments, continuing to collect data to better treat conditions such as depression through algorithm-based diagnosis assistance and treatment recommendations seems to be a promising path (Daniel et al., 2021).
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