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As the transformation driven by AI is characterized by the 
replacement and augmentation of human intelligence, its growing 
influence in society has the potential to create adverse impacts for 
individuals and minorities, but also to undermine established 
procedures in society such as informed consent, rule of law or 
democratic accountability. Consequently, the discourse on AI 
ethics has identified several ethical concerns that might 
accompany the dissemination of AI. However, the implementation 
of AI ethics has been complicated by their perceived vagueness 
and the difficulty in enforcing non-binding ethical standards 
(Mittelstadt, 2019). As a result, scholars have explored the 
integration of human rights into the AI ethics discourse as a further 
avenue to hold companies accountable for violating norms and 
principles. In this Brief, the relevance of integrating human rights 
in the AI lifecycle is analyzed in order to shed light on the designing 
of normative frameworks. 
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Recent advances in artificial intelligence (AI) have created major repercussions in ethical debates and 
legal discourses, culminating in public statements to pause certain directions of AI development 
(futureoflife, 2023). This is owed primarily to the ascribed potential of this “family of technologies'' 
throughout different business sectors and various areas of life, as well as the impact of AI solutions on 
the life of individuals (Council of the European Union, 2021). As the transformation driven by AI is 
characterized by the replacement and augmentation of human intelligence, its growing influence in society 
has the potential to create adverse impacts for individuals and minorities but also to undermine 
established procedures in society such as informed consent, rule of law or democratic accountability 
(Altman, 2023). While AI does not always determine the final outcome of a process, it exerts a strong 
influence on society by delivering content, predictions, recommendations, or decisions at an amplified 
pace (Council of Europe, 2021). 

Consequently, the discourse on AI ethics has 
identified several ethical concerns that might 
accompany the dissemination of AI, including, but not 
limited to, the loss of human autonomy, exclusion, 
marginalization or discrimination of minorities and 
vulnerable groups, violation of privacy or lack of 
accountability (Rodrigues, 2020). In order to mitigate 
such threats, frameworks outlining the responsible 
use of AI have called for the integration, or at least 
observation, of ethical principles into the 
development, deployment, and use of AI (Floridi, 
2018). 

However, the implementation of AI ethics has been 
complicated by their perceived vagueness and the 
difficulty in enforcing non-binding ethical standards 
(Mittelstadt, 2019). As a result, scholars have 
explored the integration of human rights into the AI 
ethics discourse as a further avenue to hold 
companies accountable for violating norms and 
principles (Fukuda-Parr & Gibbons, 2021). Human 
rights constitute fundamental rights and freedoms 
that are inherent to all human beings, regardless of 
race, gender, nationality, religion, or any other status. 
Thus, they matter for the interpretation of existing 
legal obligations of United Nations (UN) member 
states and international organizations, most 
prominently through the Universal Declaration of 
Human Rights, the International Covenant on 
Political and Civil Rights, and finally, the International 
Covenant of Economic, Social and Cultural Rights 
(D´Amato, 1982). This applies to corporate actors as 
well, as companies developing and deploying AI. 
These are increasingly understood as accountable 
for human rights through the UN Guiding Principles 
on Business and Human Rights (Ruggie, 2007), 
which explicitly state that companies “should avoid 
infringing on the human rights of others and should 
address adverse human rights impacts with which 
they are involved” (United Nations, 2011). 

While the discussion of human rights in the AI context 
is still ongoing, there are some important aspects to 
reflect on, namely, what the realization and protection 
of human rights in the context of AI actually entail for 
companies developing and deploying AI solutions 
and societies exposed to these corporate activities. 
The following analysis sheds light on this issue by 
focusing on the relevance of integrating human rights 
in the AI lifecycle. Firstly, the article introduces 
human rights as a comprehensive - and sometimes 
ambiguous - normative concept. Following an 
analysis of the structural challenge AI poses to 
human rights, the article formulates the problem 
statement of realizing but also protecting human 
rights in the wider AI context and derives further 
conclusions for the design of normative frameworks. 

Human Rights as a comprehensive normative 
concept 

 

Based on the philosophical tradition of 
enlightenment, human rights are regarded as the 
supreme norm of law and justice (UDHR, 1948). 
Philosophical and legal theories, as discussed by the 
likes of Francisco Suarez, John Locke, Immanuel 
Kant, John Rawls, Carole Pateman or Martha 
Nussbaum, have referred to the existence of a 
natural law, according to which individuals are 
entitled to basic freedom and rights including, but not 
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limited to, human dignity, the right to physical or 
mental integrity, the right to vote, equality before the 
law or freedom of opinion. Thus, these rights form 
major pillars of universal justice and are protected 
from breaches committed by states and other 
powerful organizations (Donnelly, 1982). 

Owing to their relevance in international law and 
constitutional discourses, human rights have been 
codified in the form of constitutional rights, including 
the American Declaration of Independence, the 
Charter of Fundamental Rights of the European 
Union or the fundamental rights of the German Basic 
Law and anchored in international law by 
international human rights treaties including the 
Universal Declaration of Human Rights, the 
International Covenant of Civic and Political Rights or 
the International Covenant on Economic, Social and 
Cultural Rights (D´Amato,1982). Through their 
integration into constitutional and international law, 
they supersede other legal considerations and define 
how states interact with their citizens, but also with 
human beings in general (Besson, 2011). Doing so, 
human rights encompass different dimensions of 
human rights realization and human rights protection: 

 Human rights protection: Human rights 
constitute not merely separate rights but 
rather a self-contained regime of indivisible 
rights. Thus, human rights, in their 
interpretation as negative liberties or as 
claim-rights, regard freedom and equality 
before the law as the underlying purpose of 
human rights, and any restrictions to this 
must be based on the observation of certain 
procedures such as adherence to the rule of 
law principle, democratic legitimacy or the 
right to a fair trial (Ripstein, 2006; Wenar, 
2013; Joseph, 1999). 

 Human rights realization: According to many 
legal scholars and international frameworks, 
human rights extend beyond a purely 
defensive character and specify the 
objectives of social organizations in realizing 
certain entitlements such as the right to 
health, the right to adequate food, or the right 
to education (Daniels et al., 2015; Fagundes 
et al., 2022; Binder, 2022).  

The reconciliation of both perspectives on human 
rights proves difficult in practice and is, therefore, 

subject to norm derogation. The term norm 
derogations describes the act of reconciling different 
aspects of human rights (Zysset, 2022). According to 
the harm principle, which forms the basis of human 
rights as claim-rights, ‘the only purpose for which 
power can be rightfully exercised over any member 
of a civilized community, against his will, is to prevent 
harm to others (Turner, 2014). Nevertheless, the 
question of where harm starts and how to balance 
conflicting human rights implications tend to be 
controversial when applied in practice. For example: 

 The realization of economic rights through 
the redistribution of wealth and income 
illustrates a balancing act between the right 
of a decent standard of living and the human 
right to own and use private property (Müller, 
2009). 

 The question of whether to enact compulsory 
vaccination portrays a conflict between the 
duty to prevent a massive health crisis and 
the duty of the state from respecting the 
physical integrity and autonomy of individuals 
(Archard et al., 2021). 

Such derogations are situated in a predefined 
normative space: The principle of proportionality 
dictates that state interference must be proportional 
to the damage averted. Nevertheless, there are 
cases where the principle of proportionality cannot be 
applied, as certain types of human rights cannot be 
derogated, including the prevention of torture, 
slavery, or dehumanizing actions (Baig et al., 2022). 

Considering human rights as a wider concept, human 
rights can be divided into freedoms and entitlements, 
moreover, there is a further distinction between 
derogable and non-derogable human rights. The 
discussed aspects reveal the complexity of human 
rights as a normative concept but also underpin the 
relevance of cultural and contextual differences when 
applying proportionality and balancing between 
different aspects of human rights. 

AI as a Challenge to Human Rights 

Human rights present a complex normative cosmos, 
rendering their interpretation, which is traditionally 
the domain of courts and governmental bodies, 
difficult for corporate actors. Although companies are 
increasingly understood as actors accountable to 
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human rights, the question of how to interpret 
normative implications in case of trade-offs between 
different aspects of human rights remains 
complicated, particularly in the case of AI (Stahl et 
al., 2022; Almeida et al., 2022; Kosta, 2022). 

 

 

First and foremost, AI itself depicts a complex 
technology, which transcends an easy definition. The 
Merriam-Webster Dictionary defines AI as the 
capability of a machine to imitate intelligent human 
behavior, which reflects a plethora of potential use 
cases (Merriam-Webster). In order to perform actions 
regarded as intelligent, AI requires a specific data 
input but also a methodology that converts data into 
a specific outcome (European Commission, 2019). 
This conversion typically involves approaches and 
techniques such as machine learning, machine 
reasoning, or robotics (European Commission, 
2021). The key issue of this methodology is that 
aspects outside of the specified data input are not 
considered in the decision-making progress. This 
constitutes a major epistemological drawback of AI 
when compared to human beings that can rely on a 
moral compass, intuitions, and gut feelings when 
making complex decisions (Durán, 2021). 
Furthermore, depending on the model, the decisions 
AI arrives at can be deterministic or non-
deterministic. Deterministic means that the 
methodology of an AI model is clear ex-ante, 
whereas non-deterministic models can be 
characterized as “black boxes” (Tan Ming, 2022). As 
many non-deterministic models are based on 
machine learning technologies, the consequences 
cannot be foreseen ex-ante, as the model is capable 
of adapting its behavior dynamically when receiving 
new information.  

Considering these aspects, human rights violations 
could originate through the following three channels: 

1. Purpose: The action AI aims to imitate 
presents a human rights violation in itself. 

2. Process: The very fact that a specific 
decision cannot be foreseen ex-ante but also 
not fully analyzed ex-post presents a violation 
of specific human rights, particularly when it 
comes to the involvement and participation of 
individuals or groups in relevant decisions. 

3. Outcomes: The results produced by an AI 
solution conflict with human rights, in 
particular, with the right to non-discrimination. 

While there are further human rights issues pertinent 
to the development and deployment of AI in society, 
the focus of the following elaboration lies in the three 
highlighted areas that constitute specific features of 
non-deterministic AI systems. 

Purposes of AI development, deployment, and 
use that conflict with human rights 

The entry point of considering human rights in an AI 
solution lies in its purpose and its guiding 
assumptions, which encapsulate the intentions of the 
designers behind the development of a specific 
model. In different scenarios, AI can be used as an 
instrument for creating but also reinforcing adverse 
human rights impacts. 

Two examples underpin the relevance of such 
considerations: 

 Amplifying human rights violations through 
the use of AI: A well-documented case is the 
treatment of ethnic minorities in the Xinjiang 
Uyghur Autonomous Region (XUAR) by the 
Chinese government and the regional 
administration of the XUAR (Stark, 2021). 
Reports of international organizations, 
including the United Nations, have criticized 
the mass deployment of face recognition 
tools aiming at identifying ethnic Uyghurs and 
AI solutions that aim at disenfranchising 
ethnic minorities in the region (Harwell & 
Dou, 2020). The human rights issue of the 
very development of such AI solutions lies in 
the assumption that ethnic Uyghurs, 
irrespective of their individual preferences, 
are perceived as harboring a tendency 
towards religious extremism (Byler, 2019). 
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Racial profiling of this kind is regarded as an 
inherent human rights violation and as a 
practice dehumanizing individuals (Giwa et 
al., 2020). Similar concerns apply to the 
general human rights and privacy-specific 
implications of AI solutions based on real-
time biometric data and used in the context of 
public surveillance, but also to the 
development of social scoring schemes that 
could be used for law enforcement purposes 
(Jaiswal & Tarar, 2020).  

 Using AI to circumvent human rights 
obligations: Intended human rights violations 
can occur in the context of seemingly 
harmless business operations such as 
human resources (Gratch & Fast, 2022). A 
high-risk area is AI solutions that seek to 
circumvent legal standards or internationally 
guaranteed labor rights. Discrimination on 
the basis of unionization - trade union 
membership - is regarded as a human rights 
violation, in particular, a labor rights violation 
(Baert & Omey, 2015). AI solutions that aim 
to find out whether a likely candidate for a job 
is a member of a trade union through the 
evaluation of social media profiles constitutes 
therefore a human rights violation due to the 
very use case. Similar issues relate to AI 
evaluating information related to employees 
that is regarded as confidential or which is 
protected by law, including pregnancy 
(Williams, 2005).  

 

Some controversial purposes behind AI development 
have already been addressed by legislation 
approaches (Ebers et al., 2021). The current EU AI 
Act proposal, for example, aims to ban certain AI use 
cases, including the usage of real-time biometric data 
in public surveillance or deceptive AI solutions based 
on human rights considerations (Raposo, 2022). The 

EU AI Act, however, ignores the possibility that even 
seemingly harmless AI solutions might be deployed 
within a wider context of human rights violations, 
such as in conflict-affected regions. Moreover, the 
EU Act does not include actionable guiding principles 
or measures that could be taken to mitigate 
incentives adverse to human rights.  

To fill this gap, the application of the UN Guiding 
Principles on Business and Human Rights to AI 
development has much potential, as it calls on 
enterprises to scrutinize their business operations for 
human rights risks (UN Guiding Principles, Principle 
18) (UDHR, 1948): Business enterprises, but also 
governments may face strong power or profit 
maximization incentives to use AI as a means to 
circumvent existing legal obligations. The 
identification of such toxic incentives is important to 
consider from a policy point of view when closing 
legal loopholes, but also when examining the risks of 
business relationships. The task of regulators under 
this approach would be to connect both the EU AI Act 
and the UN Guiding Principles   in order to integrate 
traditional business and human rights issues to f AI 
development and deployment. 

Designs of AI that conflict with procedural rights 

The non-deterministic nature of AI, but also the 
general transfer of human decision-making to a 
machine or software solution without human 
oversight, can cause systematic human rights 
violations. Indeed, many procedures related to 
consent and human control in society are relevant 
from a human rights perspective, especially in “high-
stakes environments”, where it is critical to ensure 
human consent and understanding (De Hert & 
Gutwirth, 2006; Percy, 2018). This applies 
particularly to decisions that have a strong impact on 
the physical or mental well-being, opportunities, 
chances or social and political participation of an 
individual (Daten Ethik Komission, 2019).  

Specific matters for human rights are, for instance, 
policing, law enforcement, or decisions by public 
authorities, which require the consideration of 
proportionality before making a final judgment. The 
Universal Declaration of Human Rights explicitly 
anchors the right to an effective remedy for acts 
violating fundamental rights (Art. 8), the prevention of 
“arbitrary interference with his [their] privacy, family, 
home or correspondence” (Art. 12), the rights of “free 

 

The EU AI Act ignores the possibility that 

seemingly harmless AI solutions might be 

deployed within a wider context of human rights 

violations (…) and does not include actionable 

guiding principles or measures that could be 

taken to mitigate incentives adverse to human 

rights 

https://ieai.sot.tum.de/


Institute for Ethics in Artificial Intelligence     Technical University of Munich 

 

  

  https://ieai.sot.tum.de/                                                                                                          IEAI Research Brief      5  

choice of employment” (Art. 23) and the “right to 
education” (Art. 26). These rights set a high bar for 
using AI systems, particularly non-deterministic 
ones, in environments such as judicial systems 
including courts, policing, human resources, health 
and the education system, where understanding but 
also justifying why a certain decision has been 
adopted is critical for an individual (Barth & Arnold, 
1999; Young et al., 2019). 

Therefore, the criticality of such a system rises if the 
consequences made by AI decisions are completely 
or partly irreversible. This concerns the deployment 
of AI in public health, where informed consent of 
patients determines further steps taken by medical 
personnel in treatment (Beauchamp, 2011). Informed 
consent can be undermined by a lack of transparency 
in an AI system. Consequently, the existence of a 
case-dependent level of human oversight and a 
sufficient degree of explainability is critical for the 
realization of human rights. 

One takeaway for the human rights responsibilities of 
AI developers and users is the consideration of 
procedural rights such as informed consent, 
accountability, administrative discretion, or rule of 
law in “high-stakes environments”, including the 
realization of an effective right to correct decisions 
that are erroneous. 

AI-generated outcomes that violate human 
rights  

Apart from the overall purpose and the safeguarding 
of specific processes, the consequences AI 
generates, such as recommendations, decisions, or 
any other outcomes, are relevant for the dimension 
of human rights as claim-rights. Human rights 
violations can originate in breaches of the right of 
physical integrity - as a treatment method does not 
consider the specific conditions of a vulnerable 
population but also relate to the collective rights of 
minorities and vulnerable groups. Human rights 
treaties have codified such rights in the form of rights 
that protect females, children, individuals with 
disabilities, or racial and ethnic minorities such as 
indigenous peoples (Hendriks, 2007). 

Such specifications matter in the context of biased AI: 
The input an AI receives for solving a specific task, 
such as prescribing a specific treatment, can miss 
important information and subsequently lead to a 

wrong conclusion. This happened, for example, in the 
context of AI solutions dealing with the allocation of 
health resources to individuals deployed in the US 
(Obermeyer et al., 2019). The assumption of the 
model was that higher spending on health products 
indicates a worsening health condition. While this 
assumption might be plausible on first sight, the 
model did not factor in that individuals have varying 
financial means to spend on health products. 
Consequently, the AI model did not give an accurate 
picture of the health risks of, for example, the African 
American community, which has lesser financial 
means than other parts of the population thus eading 
to a general racial bias in the tool.  

 

The aforementioned case exemplifies how biases 
can result in decisions of public authorities at the 
expense of specific parts of the society - understood 
as a minority group - but also individuals that are 
disadvantaged or penalized for belonging to a 
specific group. Such consequences - however 
unintended they might be - are particularly relevant in 
areas where the progressive realization of human 
rights is very urgent, for example, in the context of the 
right to equitable health (Samorani et al., 2022). 
Here, biases conflict with two relevant human rights 
aspects: On the one side, it impedes the realization 
of the right to health for the affected individuals. On 
the other side, it presents a structural breach of the 
right to equal treatment and furthermore relates to the 
rights of minorities protected by specific legal 
frameworks (United Nations, 1948). 

The issue of discrimination and exclusion being 
amplified by AI, however, transcends questions 
relating to data input and bias as it pertains to 
technical designs in general (Keats & Clarkson, 
2003). Certain hardware components of AI solutions 
that are inaccessible for individuals with physical 
impairments would be one example. Embedding 
diversity within such design choices is critical for a 
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human rights perspective on AI, as the structural 
disregard of such might not only impede the 
realization of human rights but also reinforce existing 
patterns of exclusion addressed by group-specific 
conventions (United Nations, 2006). 

 

Final Thoughts 

This Brief has given a structural view of the 
implications of AI for companies that are understood 
to be accountable for human rights realization and 
protection. The analysis of the human rights and AI 
context drives two important conclusions: 

The first observation we can make is that human 
rights accountability of enterprises in the AI context 
presents an enormous task for companies. This owes 
to the nature of both concepts: Human rights and AI 
governance constitute two complex systems that 
cannot be easily integrated.  

 Firstly, human rights encompass different 
dimensions of human rights realization and 
human rights protection. In cases of conflict, 
trade-offs within human rights are subject to 
the principle of proportionality, which is 
usually applied by courts or public 

administration. Thus, it is not always clear 
ex/ante whether a specific action can be 
regarded as a human rights issue or not.  

 Secondly, AI presents a complex technology 
itself: It refers to the performance of 
fundamentally different and unrelated tasks 
such as visual perception, speech 
recognition, decision-making, and language 
translation. AI is achieved through the use of 
algorithms, machine learning, and neural 
networks that enable computers to learn from 
data and improve their performance over 
time. Thus, governing its use in a general 
way is a complex task.  

Consequently, the challenges that go along with 
integrating both concepts are enormous, as both AI 
and human rights affect virtually all walks of life and 
are both difficult to handle.  

The second observation is that establishing 
conceptual clarity is generally possible in spite of the 
stated challenge. In order to create conceptual 
clarity, the best way to navigate this challenge is, 
therefore, to look at the different stages which come 
up in the development of AI and where human rights 
considerations can be integrated. In this effort, a life 
cycle analysis can be very beneficial: 

 The first stage concerns the very purpose of 
the deployment case and the intentions 
behind its use. AI presents a human rights 
violation by intent if its purpose is to violate 
principles which are protected by human 
rights. This might sound obvious, but several 
cases underpin the relevance of this point. AI 
is used to persecute ethnic minorities, and 
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policymakers have been contemplating AI-
based social scoring solutions. Moreover, AI 
can also be used in order to create deep 
fakes used for deception and to violate the 
privacy rights of specific individuals.  

 The second question concerns the non-
deterministic nature of many AI solutions. 
Certain processes in society necessitate a 
high level of transparency and explainability. 
The use of non-deterministic AI in such 
processes is therefore problematic, 
particularly from a human rights perspective. 
The use of AI in courts, however well-
intended this might be, can conflict with the 
right to remedy and can constitute a human 
rights violation by design.  

 The third question concerns the outcomes of 
AI, which are dependent on the model of AI. 
Research has highlighted many cases of 
biases leading to the structural exclusion of 
individuals based on criteria that are 
regarded as discriminatory. Human Rights 
violations of this sort constitute violations by 
the outcome. Discrimination of individuals, 
particularly when it comes to social services 
or access to rights is critical, and can be 
mitigated by measures and policies adopted 
by corporate actors developing and using AI. 

 

Both observations reinforce one particular 
conclusion, namely that the question of human rights 
needs, therefore to be integrated into different steps 
of the AI lifecycle, including the very early stage of 
product conceptualization. The pressing issue is the 
thorough analysis of the use case itself, particularly 
considering the incentives potential users are 
exposed to. Risk assessments based on human 
rights must therefore consider the possible 
consequences if a particular AI solution is deployed 
by a company with commercial interests or by law 
enforcement in an authoritarian or politically unstable 
country.  

Furthermore, AI development and deployment must 
consider the relevance of human oversight in the field 
of operation. This is particularly relevant if the right to 
remedy, but also autonomy and the right to make 
informed decisions are at stake. High-stakes 

environments that have a close link to particular 
human rights are more vital here than in other 
deployment scenarios.  

Finally, human rights entail implications for the 
overall quality of an output generated by AI: 
Depending on the data, the model, but also the 
expertise of human developers involved, an AI 
system might be better or worse. Furthermore, 
quality variances can overlap with criteria deemed as 
discriminatory. Companies have therefore a due 
diligence to control for potential human rights 
violations and to use the resources they have at their 
disposal to minimize the potential risk of human rights 
violations through the entire AI lifecycle. 
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